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Abstract 

 

The Internet of Things is growing rapidly and contributing approximately 10% of the world’s 

Big Data. This, combined with advances in technology that have seen more sophisticated 

data-gathering sensors being inserted in a range of equipment, as well as social media, GPS 

tracking and more, has resulted in more Big Data being created today than ever before. Big 

Data (characterised by its large volume, variety of formats and the fast speed at which it is 

gathered) can be difficult for organisations to manage and analyse, but none more so than the 

organisation restricted by limited budgets. In fact, there is a widely disseminated sentiment 

that Big Data is only accessible to those operating within a big budget. This is because Big 

Data is difficult to manage and analyse due to a variety of interconnected key factors; it is 

costly, it is large (and so storage is problematic), it comes in a variety of formats (and so 

knowing what software to use to analyse it is difficult) and the tools currently available to 

service the market are incredibly complex (such as Hadoop). In addition, data of this scale 

commands a powerful system to be able to manage and analyse it. Centralized systems are 

expensive to scale, and limited in their capacity to scale-up to meet the required need, 

however distributed systems makes use of commodity hardware to scale outward indefinitely. 

For this reason, this project puts forward a middleware application, aimed at a small to 

medium sized organisation on a limited budget, built entirely using open-source software. It 

introduces a working prototype of an application capable of performing a basic analysis on a 

non-local data set via distributed computing. It uses existing technology to provide users with 

Big Data management and analysis tools in a low cost manner. 
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According to the Ethics Approval protocol at the University of Hertfordshire, this project 

does not raise any ethical issues.  

However, there are issues with the collection of data field itself, which has in recent years 

been subject to privacy and security issues. My project makes use of only test data, and so 

does not put anyone at risk.  
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Introduction 

In his 1982 book ‘Megatrends’, author John Naisbitt penned the famous quote, ‘we are 

drowning in information but starved for knowledge’ (1). Today, this phenomenon is truer 

than ever. We live in a world that generates an abundance of data: we spend our days sending 

emails, and our spare time using social media to update our friends via our smart phones. We 

use search engines to answer our questions and internet-shopping to deliver our food. All the 

while the companies who made our way of life possible, are gathering data on our every 

move. Amazon tracks what we’ve bought, Google tracks our search history and Microsoft 

monitor our system usage. The digital footprint we create is growing at unprecedented 

speeds, yet we are only analysing 1% of the data we have in the world today (2). Figures this 

low can only lead one to assume that the management and analysis of Big Data is 

problematic. This paper aims to identify the problematic factors, and look at whether 

distributed computing is a methodology that could be used to navigate around these factors.  

The objectives of this paper are to: 

 Core 

o Identify the relationship between the Internet of Things and Big Data.  

o Identify what Big Data is, and where it comes from. 

o Assess common problems with the management and analysis of Big Data. 

o Identify the limitations of centralized computing when managing Big Data,  

and evaluate how distributed computing may solve these problems.  

o Discuss the current software available to support the management of Big Data.  

o Develop and evaluate an application that uses distributed computing to 

manage and analyse Big Data.  

 Advanced 

o Develop a high level overview of the Hadoop framework and the problems it 

solves.  

o Integrate Apache Spark into the software. 

o Secure the software connection between the server and the client by 

establishing an encrypted connection via the Secure-socket Layer (SSL) 

protocol.  

o Enable the server dashboard to send simultaneous queries to the client. 
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Chapter 1 

The rise of the Internet of Things 

We are in the midst of ‘a new revolution in computing and communication’ (3); a revolution 

enabled by developments in new technologies, that has enabled ‘billions of every day objects’ 

(4) to remotely communicate with one another via the internet. We are living in an age of the 

Internet of Things (IoT).  

The IoT is a network of smart, interconnected devices. A ‘smart device’ is embedded with 

electronics, sensors and network components (5) that enable data to be gathered and 

transmitted. These devices can include anything from wearables, smartphones, and sensors in 

smart-vehicles, to smart-buildings and even smart-cities (6).  

The IoT is growing rapidly. It is estimated that there are 5.5 million devices connecting every 

day, with an estimated total of 6.4 billion ‘things’ to be connected by the end of 2016. This is 

a 30 percent increase from 2015, which saw approximately 4.9 billion devices connected (7). 

Gartner estimate a sharp surge in the number of connected devices over the next few years, 

hitting around 21 billion by 2020. Research carried out by the UK Government in 2014 

estimated that the number of connected devices could even rise to as many as 100 billion by 

2020 (4). McLellan attributes the advent of ‘low-cost, low-power sensor technology, 

widespread wireless connectivity’, as well as improved compute power and ‘ample internet 

addresses courtesy of IPv6 protocol’, as responsible for the explosion of the IoT (8). 

As the IoT grows, more and more data is being generated and collected. Simultaneously, the 

technology that enables the IoT to work continues to develop, and with it, so do the sensors 

that collect the data (8). As the sensors become more diverse, so does the format of the data 

that they collect. This means that data is not only being collected at very fast speeds, but is 

also being gathered in a variety of formats; a concoction that some fear, standard processing 

means are unable to process (9). Data such as this, can be referred to as Big Data. 

1.1 What will happen to the current data analysis and management 

landscape if the IoT continues to grow? 
It seems clear from market predictions that the IoT is set to continue to grow and generate 

more complex and more diverse data. This being the case, the field of ‘data management 

services and applications’ has been forced to evolve to be able to service the market (e.g. 

Apache’s open-source Hadoop is one response to the need for suitable software to tackle the 

problem – see section 3.3)(8). However, the current data-analysis landscape is far from being 

completely equipped to manage the ever-growing influx of data (10–12). If this market 

doesn’t continue to grow, or one could argue ‘catch-up’ (11), with the influx of Big Data, 

business decisions will suffer (13,14), we could open ourselves up to potentially avoidable 

security disasters (15), the rate of innovation may slow (16), or potentially life-saving 

information (17,18) will be locked away within data sets that we don’t have the tools to mine. 

As Atul Butte of Stanford School of Medicine famously once said, ‘hiding within those 
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mounds of data is knowledge that could change the life of a patient, or change the world’ 

(19). We just need to ensure that we have the tools to be able to get to it. 

The next section will identify what Big Data is, where it comes from and will assess some of 

the problems commonly associated with managing and analysing Big Data. 
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Chapter 2 

Big Data 

‘Data was getting “big” even before the Internet of Things (IoT)’ gained traction, and 

‘generate[d] massive amounts of data’ (8). IBM found that we produce 2.5m Terabytes of 

data per day, and estimate that as much as ‘90% of the data in the world today has been 

created in the last two years alone’ (20)As much as 10% of this data is collected by connected 

devices from the IoT alone (21). Other data gathering methods are via social media, PCs, 

smartphones, GPS devices and more (22). 

This rapid growth of data is only set to continue; Cisco predicts that ‘more than 500 

zettabytes will be generated by all people, machines and things by 2019, up from 135 

zettabytes in 2014’ (23). Much of the data generated is so large, varied and complex that it 

cannot be managed by traditional processing means (9,24,25), (i.e. storing and querying data 

in a Relational Database Management System, see section 3.1)(8). The following section will 

explore what constitutes ‘Big Data’, and the reasons why it can be problematic to manage and 

analyse.  

2.1 What is Big Data? 
Analytics experts SAS, describe Big Data to be ‘when the volume, velocity, variability and 

variety of data exceed an organization’s storage or compute capacity for accurate and timely 

decision making.’ (26). In keeping with this description, there are three characteristics 

commonly associated with Big Data, known as ‘the three Vs’ (20,27,28). The first V refers to 

volume, or in other words the size of the data – which is always ‘large’. The second V refers 

to variety, which means the type and structure of data, which can vary greatly. The final V 

stands for Velocity, which refers to the fast frequency at which the data is produced (20,29). 

In 2013, Zikopoulos/IBM followed up their 2012 study by adding a further two Vs: veracity 

and value. Veracity measures the accuracy of the data (a factor that can be ‘difficult to 

ensure’ due to its massive size and velocity (30)), and value refers to the potential-value of 

the data to the organisation (31,32). While the concept of ‘the three Vs’ is widely accepted, 

the addition of further V’s varies from organisation to organisation.  

2.1.2 The formats of Big Data 

Big Data can be created in a variety of formats known as structured (e.g. data entered in a 

pre-defined data model), unstructured (e.g. data that does not have a pre-defined data model) 

and semi-structured (a cross between the two, i.e. structured data that lacks the strict data 

model structure)(33).  

Structured data is normalized, meaning the structure is rigid and pre-planned (34). It is 

generally stored using more ‘traditional’ methods such as relational database management 

systems (RDMS), and is the easiest to analyse and query, which can be done by using the 

Structured Query Language (SQL).  

Semi-structured data is schema-less, meaning the data is flexible and self-describing (34). 

Extensible Markup Language (XML) and Javascript Object Notation (JSON) are two 
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common semi-structured data types. No SQL databases are capable of storing semi-structured 

data (35), although unlike structured data that can be directly inserted into a database, some 

semi-structured data will need to be serialized before this is possible (36). This makes the 

management of semi-structured Big Data a little more complicated than that of structured Big 

Data.  

The third form that Big Data can take is unstructured. Although unstructured data makes up 

the largest segment of an organisation’s collected data, it is the most problematic to manage 

and analyse due to its highly varied nature. Unstructured data is often non-numeric (26), and 

is information that is not stored in a database. It can be textual as well as non-textual (22), 

and includes text files, PDFs, images etc. It is estimated that as much as 80% of data 

generated by a single organisation is ‘unstructured’ (37). This high volume is concerning, due 

to the difficulty in extracting value from it (22). Due to its extremely varied nature, Bacchelli 

explains that it is difficult to analyse because it is ‘hard for researchers and practitioners to 

determine the appropriate technique(s) to deal with the problem at hand’(38). Worryingly, 

Hitachi and IBM have both estimated that quantities of unstructured data are set to grow at 

twice the rate of structured data (39,40). This means that reliable tools to deal with this type 

of data are more vital than ever. 

2.2 The problematic nature of managing and analysing Big Data 
Effective analysis of Big Data has proven its worth: it is a driving force in the fight against 

cancer (41), can account for the difference between the market share of two competing 

companies (42) and has even helped one city to reduce crime by as much as 42% in just four 

years (43). Yet despite the many successful outcomes, in 2012, data analysis experts EMC 

estimated that only 1% of the world’s data was currently being analysed (2). This could be 

because managing and analysing Big Data can be problematic due to a variety of factors, 

ranging from its extreme size, cost and variety, to the challenge of maintaining data integrity 

whilst keeping the data secure. So often many of these factors overlap. In the following 

section I will look at some basic procedural activities that make-up the management and 

analysis of Big Data, such as storage, data analysis and setting up infrastructure, and will 

examine how the problematic factors of Big Data effect the task in hand.  

2.2.1 Problematic factors affecting the storage of Big Data: volume, cost, maintaining 

integrity and security 

Big Data can often be as large as hundreds of petabytes or more (44). In order for an 

organization to obtain the highest value from their Big Data, it needs to be stored somewhere 

that is secure, accessible and affordable (45). Achieving all three of these factors can be 

challenging however, particularly when taking into account the characteristically high-

volume of Big Data. For example, state-of-the-art, encrypted (e.g. AES-256), accessible 

storage, that will be more likely to preserve the integrity of the data and less susceptible to 

data attack, can come at a high price (46). That said, with regard to hardware-based storage, 

the past 35 years have seen a steady decrease in the associated cost; in 1980, 1 gigabyte (GB) 

of standard storage cost $193,000, but in 2014 it cost just $0.03 (47). It is worth noting that 

the cheaper hardware storage options available (i.e. HDDs) will sacrifice speed (therefore 

limiting accessibility). More expensive solid state drives (SDDs) on the other hand, are 

generally considered faster (48), however in 2015, Mearian found them to be roughly 8 times 

more expensive, at $0.24 per GB (49).  
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Identifying suitable hardware to store the data can also be difficult and costly. A study carried 

out by Backblaze in 2013 found that as many as ‘22% of drives fail in their first four years’ 

(50). This high-fail rate highlights a need for companies to invest in better quality drives as 

well as numerous back-ups, all of which are likely to mount up to a sizable expense. Should a 

hard drive fail and the organisation not have a back-up in place, costs to recover the corrupt 

data will be infinitely more expensive (51,52). 

A data storage method that takes the risk of using hardware away from the user, is cloud 

storage. Companies such as Microsoft, Google and Amazon offer cloud storage services, at 

approximately $0.03 per gigabyte (53). Cloud computing is generally considered to be a cost 

effective solution to Big Data storage for businesses (54,55). Cloud storage offers a variety of 

benefits, from making the files remotely accessible, to generally including disaster recovery 

as standard, as well as often offering optional further disaster-preventative measures. 

Microsoft, for example, offer a service that will back up files in multiple datacentres spread 

across geographic locations (56). Nevertheless, there are associated problems with cloud 

storage. There are limits to the accessibility of the data – for example in the event of a loss of 

connectivity. Users also often find themselves dependent on, and locked into, cloud vendors 

(57). Lastly, and arguably the most complex issue, is security. The nature of the cloud 

computing model, subjects cloud services to cyber-attacks (57,58). By moving to the cloud, 

the organisation no longer has full-control of the storage, as they do ‘not manage or control 

the core cloud infrastructure,’ which unfortunately opens the data up to ‘security 

repercussions in the form of hacking’ (57,59,60).  

If we look to the future, the size of Big Data is predicted to keep expanding, which could lead 

to storage complications. Some scientists fear that the hardware used to store data is not 

progressing fast enough to keep up with Big Data’s growth (61).This could have catastrophic 

repercussions for the management of Big Data – especially for those who are reluctant to join 

the cloud as they are dealing with very sensitive data (60). Data storage solution provider 

NetApp’s Einstein, who estimates that ‘the capacity of hard drives isn’t increasing fast 

enough’, illustrates that a ‘50-fold increase in global data [is expected] by 2020’ but at the 

same time hard drives are estimated to only grow by ‘a factor of 15’(62). This could see a 

forced rise in the number of users of, the arguably less secure, cloud storage.  

2.2.2 Problematic factors affecting the allocation of staff to Big Data projects: cost 

Actually managing Big Data (i.e. the organization, administration and governance (63))  can 

also be expensive. Due to the extreme complexity and variety of Big Data, specialist 

“hardware, networking, software and human skill” are often required to adequately manage it 

(8,64). Many Computer Scientists list not having the correct skill-force to manage projects as 

one of the most common reasons for the failure of Big Data projects (65,66). In addition, 

having a qualified team of staff to facilitate the analysis of the data is costly. McLellan lists 

two types of professionals that are in high demand: ‘business analysts’ capable of querying 

the data and presenting the ‘results to decision makers,’ and ‘data scientists’ capable of 

utilising ‘analytical tools and curate[ing] the veracity of the data’(8). Both of these roles 

demand a healthy salary: Payscale lists the average wage of a data scientist to be around 

£40,000 PA (67). This is 51% more than the UK national average1 (68). 

                                                           
1 Based on an average salary of £26,500, correct as at 24/05/2016 
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2.2.3 Problematic factors affecting the analysis of Big Data: variety, costs 

Analysing Big Data is especially complicated due to the extreme variety of the data. Big Data 

expert Veeranjaneyulu writes that the value of Big Data is often compromised as ‘it’s hard to 

find a tool that deals [with the variety of] unstructured data’ quickly and efficiently (22). This 

is an area of Big Data that has been the subject of a significant amount of research in recent 

years, resulting in many companies marketing models designed to help. For example, data 

analyst experts SAS combines machine-learning with in-memory analytics so as to offer 

‘immediate analytic insights’ in real-time. In-memory analytics work to reduce the time it 

takes for an analysis of Big Data to be made. It does this by taking ‘advantage of the 

hardware and RAM capabilities that have become cheaper’ (69) over the years, in order to 

‘analyse data from system memory, (instead of from your hard disk drive)’(70). 

Simultaneously, machine learning works to combat the issue of the variety of the data. It 

‘allows a system to analyse hundreds of variables simultaneously, along with how they 

interconnect, to form patterns’ (71). This process ‘does extremely well with large volumes of 

unstructured data including images, text, audio, sensor data and more,’ (71) because it is no 

longer limited by the explicit rules that are set by humans. A good example of machine 

learning combatting the variety and velocity of Big Data, is in Google’s Google Translate 

(GT)(72). GT uses an algorithm that looks for patterns within a huge collection of human-

translated texts, so that it can match an associated translation with the text you entered (73). 

Of course, there are downsides to the technologies used in systems such as SAS’s aptly 

named In-Memory Analytics. An analyst at IT research and analysis organisation Aberdeen 

Group Inc., wrote that in-memory appliances ‘are almost exclusively meant for large 

enterprises and carry a price tag commensurate with the size of their intended customer[s]’, 

potentially making in-memory a less viable option for small to medium sized corporations 

who may not be able to afford it (74). Aside from the cost, there are other drawbacks, such as 

in-memory’s inability to scale and handle massive datasets (75). Castanedo explains that the 

‘R’ programing language, for example, (which he labels the most ‘popular statistical software 

in use… by data scientists’ (75)), suggests using data structures that are ‘no larger than 10-

20% of a computer’s available RAM.’ This is partly because R itself, ‘incurs significant 

memory overhead because they use temporary copies instead of referencing existing objects.’ 

(75). With regard to machine learning, many feel that its downfall is it being too complex. 

Machine learning advocate Martin Hack writes that ‘for machine learning to impact the world 

around us… we have to deliver Machine Learning in a smarter, more usable form,’ a form 

that doesn’t require users to be expensive ‘data scientists [with] PhDs’ to operate it (76).  

2.2.4 Problematic factors affecting the creation of hardware and software 

infrastructure: data integrity, variety, cost 

Setting up effective infrastructure for the management and analysis of Big Data can be 

difficult and costly, and is often an area of Big Data that is overlooked or underestimated by 

CEOs and company bosses (12,77). A recent survey found that only 16% of users in 

organisations working with Big Data were ‘prepared to say their Big Data tools are of a high 

quality’(78). For a Big Data project to be successful, suitable infrastructure that works to 

maintain data integrity, provide suitable storage, and safe transfer processes must first be put 

in place. When suitable infrastructure is not adequately implemented, project failure is likely 

(79,80).   
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Project set-up, equipment and infrastructure also increases the cost of Big Data projects. 

Figure 1, developed by IT analyst, research and validation specialists The Enterprise Strategy 

Group in 2015, demonstrates the phenomenal price typically required for a medium-sized Big 

Data project. This only includes a three-year license, and features over 6-months of setup 

before the project even becomes operational. 

It is often necessary for organisations to move Big Data around a network for either storage, 

access or analysis. When an organisation moves this data around their infrastructure, ‘human 

error and technical equipment fail[ure] are real risks’ to the data integrity (81). In addition, it 

is likely that during the data transfer process a large proportion of bandwidth is used, which 

will lead to network congestion. This will not only cause the organisation to have slower 

network speeds, but congested networks are a common cause of packet loss (82). Indeed, 

while an application protocol such as TCP would detect the loss and request a re-transmission 

of the lost data, this would result in latency issues. Furthermore, if the network scheduling 

policy specifies a maximum delay, this may cause data loss or, if unspecified, it may 

seriously reduce network performance.  

It would, of course, be in the best interest of data preservation to refrain from moving the 

information (thereby negating the aforementioned loss/corruption-risk), and instead, set up an 

infrastructure that moves the required computation to the node with the data. This 

methodology is evident in distributed computing (see section 3.2), and is used by data-

management and analysis tool, Hadoop (see section 3.3) (83). Hadoop not only reduces the 

computational load by moving the computation to the data, but duplicates data across 

multiple nodes, reducing the risk of data loss by eliminating the single point of failure (84). 

Despite the reliability the Hadoop framework can offer, it is often referred to as overly 

‘complex’ and ‘difficult’ and so special training will need to be provided for the user (85,86).  

From finding storage systems for large volumes of Big Data, to putting in place suitable 

infrastructure for managing the data, it can certainly be concluded that, in theory, Big Data 

has many potentially problematic elements that make it difficult to analyse and manage. In 

the following section, I will explore real-life examples to assess whether these theoretical 

issues make the management of Big Data difficult when in practice.  

Figure 1 - Big Data Project Cost (66) 
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2.3 Big Data failures: case study 
A survey carried out by Infochimps in 2013 found that over half of all Big Data projects are 

never completed (87). There are, of course, various reasons, both internal and external, for 

this high fail-rate, however, the problematic factors examined in the previous Chapters are 

often partly responsible. The following two case studies look at two Big Data projects, and 

why they failed.  

The sheer volume and velocity at which Big Data is created is often troublesome for those 

tasked with analysing it quickly – especially when an analysis is required in real-time. In 

early 1986, the Space Shuttle Challenger broke apart too early during lift-off, tragically 

resulting in the deaths of all seven crew members. Although the term ‘Big Data’ had not yet 

been coined, the analysts at NASA were dealing with vast amounts of data – in fact, more 

data than they were equipped to manage. In Big Data consultant Marr’s 2016 book Big Data 

in Practice, he explains how the ‘mission controllers were passed an overwhelming amount 

of information from the technical staff monitoring the shuttle’s vital systems’. The team were 

faced with such an extreme velocity, volume and variety of data that they were unequipped to 

analyse it quickly. Had they been able to analyse the data effectively, Marr argues the 

warning signs would have been evident, and thus the disaster may have been avoided (88).  

Setting up a suitable infrastructure to enable the analysis of Big Data is no trivial task as my 

next example demonstrates. In 2015 Garner published a report discussing how an unnamed 

retail chain was unable to set up a system capable of analysing Big Data within the confines 

of their project boundaries (77). The IT department were tasked with implementing a 

recommendation engine, similar to Amazon’s ‘customers also bought’ recommendations. The 

team, who were inexperienced within the Big Data environment, were given no additional 

manpower and just 6 months by the CEO to create it. The IT department soon realised the 

sheer challenge of the task, and although they attempted to implement a ‘collaborative-

filtering algorithm’, they were unable to work with the Big Data. This was due to the ‘data 

sparsity’ (i.e. the vast number of attributes of the data made it difficult to comprehend and 

organise),and the ‘scale of the huge datasets’ (77). In order to appease their CEO, the 

company produced a ‘fake engine’ that always recommended bed sheets regardless of the 

item purchased. It took an additional two years and the employment of specially trained 

behavioural and operational experts and engineers however, before the recommendation 

engine was actually functional (77). This was because the data was simply too complex to be 

managed by the inexperienced IT department, who had no existing infrastructure to work 

from.  

In both examples, the organisations attempted to manage Big Data without making use of 

specialised infrastructure, specially designed software or specially trained teams. In other 

words, the people in both examples encountered difficulties when attempting to manage Big 

Data using traditional processing means. This therefore highlights the need for specialised 

hardware or software that can enable organisations to be able to ‘make the right data 

available in the right form to the right people at the right time’ (89). Although there are tools 

on the market that can help manage Big Data (such as the aforementioned Hadoop or SAS’s 
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In Memory Analytics), they are complex to use (i.e. Hadoop) (12,66,85), or costly (i.e. SAS’s 

In Memory Analytics (54,90,91)).  

 

2.4 Conclusion: Are big budgets required for Big Data? 
As my paper has so far demonstrated, despite the difficulties associated with Big Data, it is 

generally considered that effective analysis of Big Data is difficult and expensive, but a 

worthwhile pursuit (42,44,92). In an article posted by Big Data news outlet ‘Inside 

BIGDATA’ that looks to dispel some common myths surrounding Big Data, they warn 

organizations to ‘look beyond the promise of free and cheap’ Big Data analysis tools (93). 

They explain that ‘the cost of making open-source [software] enterprise-friendly’ is always 

going to be high (93). They instead advise organisations to pursue their work with Big Data, 

but in order to see effective results, they urge them to increase their budget allocation (93). 

This sentiment, that accurate analysis demands big budgets, is emphasised in the findings of a 

2015 market research survey in which 34% of respondents2 attributed ‘limited budgets’ to be 

the factor preventing their IT department from providing ‘high quality’ Big Data 

analysis(92).  

The concept of Big Data analysis requiring a big budget is developed in an article published 

by the Huffington Post in 2016, titled ‘How to Do Big Data on a Budget?’ (94) The article 

names open-source software such as Hadoop as a half-solution for keeping costs down. The 

article continues to explain the down-side of open-source software: ‘it will take some time 

and technical skill to get free software set up and working the way you want’; ‘time’ and  

‘technical skill’ one can translate into added cost (94). The relationship between Big Data, 

big budgets and complexity is an issue that I aim to address by creating a piece of software 

that can analyse Big Data, and be used by a competent IT department.  

So as to identify the best methodology to use in my piece of software, the next section will 

examine methodologies that are used in the management and analysis of Big Data. I will then 

select the one best suited to making my software available for even those on smaller budgets.  

 

 

 

 

 

 

 

  

                                                           
2 Respondents being 100 IT Decision Makers from organisations with 1000 employees or more 
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Chapter 3  

Methodologies for managing and analysing 

Big Data  

The advent of Big Data, along with the problematic factors associated with the management 

and analysis of it, have certainly impacted the data management and analysis landscape. 

From finding adequate storage solutions for the various data types, to identifying suitable 

systems that have the processing power to be able to cope with large data sets, the following 

section will look at solutions to dealing with Big Data so as to give me a better idea of the 

methodologies to use in my software.  

3.1 How has Big Data impacted the data management and analysis 

landscape? 
During the early 2000s, the standard method of storing data was via a Relational Database 

Management System (RDMS). The RDMS was a model capable of storing and analysing the 

structured data commonly generated at the time. A decade and a half later, in 2016, it is still 

the most utilised database architecture, proving to be an excellent model for storing and 

analysing large quantities of structured Big Data (95).  

As Big Data began gaining traction, more data was being generated in an unstructured 

format, and so traditional RDMSs were unable to cope with its variety. RDMS’ were ‘costly, 

not terribly scalable, not as tolerant to failure as required, and possibly not as performant as 

desired’ when faced with unstructured Big Data (96). Organisations that were dealing with 

the largest data sets (i.e. Google, Amazon etc.) were the first to experience such problems. 

Google and Amazon released papers in 2006 and 2007 respectively, titled BigTable and 

Dynamo, which put forward two highly scalable, fault tolerant, non-relational distributed 

storage models. Since their release, they have inspired the development and wide-spread 

adoption of NoSQL databases for storing and analysing semi- and unstructured Big Data (97–

100). The NoSQL approach is focused on simplicity of design, flexibility and horizontal 

scaling, which is much more apt at handling the variety and velocity of Big Data.   

As more diverse and complex Big Data was being generated, more efficient processing 

techniques were required in order to produce an accurate and timely analysis. In response to 

this need, Google developed a programming model specialised in ‘processing and generating 

large data sets with a parallel, distributed algorithm on a cluster’ (101) , known as 

MapReduce. Since then, MapReduce has seen a number of rivals, but perhaps none quite as 

strong a contender for ‘general purpose’ processing frameworks as Spark. Spark has been 

labelled a ‘faster and simpler’ competitor to MapReduce (102).  Spark is an open source 

processing engine focused on analysing data quickly and easily (102,103).  

Just as new storage techniques and new analysis methods were required to cope with the new 

formats of Big Data, more powerful processing hardware was also required. Centralized 

computing (i.e. performing all of the data processing via one machine) became unable to cope 

with Big Data’s size and variety. Using a centralized system to manage and analyse large data 
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sets was slow, susceptible to bottlenecks and presented a dangerous single point of failure 

(104,105).  

3.2 Centralized vs distributed computing  
In order to make centralized systems more effective at working with Big Data, their 

processing power needs to be upgradable in-line with the growing complexity of the demand 

that is put upon it when attempting to analyse a Big Data set. While it is possible (although 

costly) to scale-up a centralized system, current technological limitations cap the processing 

potential. In the 1970s Moore’s law predicted that ‘processing power will double every two 

years’ (106), which was accurate until around 2010. Since then, progress has slowed down so 

much so that we are no longer in line with the predicted trend. This is because since the 70s, 

transistors have been made physically smaller, and so more of them could fit in a processor 

therefore boosting processing speed. Now that transistors are so small that we are almost at 

atomic level, current technological capabilities are impeding the enhancement of processor 

speed. Moore had predicted this, stating that ‘once transistors can be created as small as 

atomic particles, there will be no more room for growth in the CPU market where speed [is] 

concerned’ (106) and Moore’s law will end. While scaling-up can be a ‘viable architectural 

decision for those whose growth needs fit Moore’s law’ (106–108), the limitations on its 

potential make it a far from ideal candidate for managing and analysing the growing 

complexities of Big Data. 

As Big Data continues to grow, the limitations of scaling-up centralized systems has 

prompted organisations to revert to systems that scale-outwards. Scaling horizontally was 

historically out of favour due to the associated complexities (108). However, progresses in 

technology have caused fast and inexpensive processors and highly proficient computer 

networks to be readily available (109). The availability of commodity hardware and their 

integration with network components has enabled a ‘computing paradigm called Distributed 

Computing’ (109).  

3.2.1 Distributed computing 

Distributed computing, is the most popular methodology used to tackle Big Data due to its 

flexible, easily-scalable architecture. It creates a network of commodity computers – 

otherwise known as a cluster – that share workloads across multiple machines (110).The 

cluster is independent from the heterogeneity of a network, as the ‘processing nodes, network 

topology, communication medium [and] operating system’ (110) are irrelevant, which makes 

them a relatively low-cost, attractive model for most organisations.  

One aspect of managing and analysing Big Data that distributed computing excels in is 

maintaining data integrity. This is because distributed computing works well with data 

replication. Although not used by all distributed computing systems due to its complexity, 

replication is a strategy ‘for improving reliability, fault tolerance and availability’ of data 

(111). This means that the data would be replicated across multiple nodes within the cluster, 

resulting in each piece of data being on at least one other machine. Duplication does not only 

protect against data loss, but also creates a more resilient process. For example, if a non-

replicating cluster was performing an operation and a machine failed, it would have to restart 

the process which may already have been running for several days and would be costly. 

However, by duplicating the data, the more sophisticated frameworks are able to re-assign the 
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job that was being performed by the failing node to another machine, therefore, not-

interrupting the analysis. However, implementing replication is a difficult and time-

consuming task that is likely to add to the complexity of the application. It is only due to the 

time constraints of this project, that my software will not make use of data replication.  

Distributed computing is so adept at handling Big Data, that the most popular Big Data 

analysis tool at the moment, Apache Hadoop, utilises this methodology. The following 

section will look at how Hadoop works, and will evaluate its strengths and weaknesses, so 

that my software can attempt to avoid the same pitfalls. 

3.3 Hadoop: the most popular Big Data framework 
Hadoop is the open-source solution of choice for large-scale distributed Big Data processing 

(71,96,112). It is a framework consisting of dozens of compatible modules (84). The modules 

provide a vast range of functionality, from storing and organizing data, to the management of 

a cluster (96). These modules interact with the core of Hadoop, which can be split in two: 

Hadoop Distributed File System (HDFS) and MapReduce (96).  

The role of the HDFS is storing the cluster’s data. It is designed to enable high-performance, 

cross-platform compatibility, fault tolerance, and to move computation to the data (96,113). 

HDFS achieves this by breaking the files into a large block of data (generally 64-128 MB 

(84)), which by default, is then replicated three times and placed on different nodes in the 

cluster. The replicated data not only reduces the chance of data loss, but also helps with 

performance as the data can be accessed where it resides, and thus only the computation will 

require moving.  

MapReduce, as previously mentioned in section 3.1, is a programming model created by 

Google for distributed computing. The programming model is based on a ‘divide and conquer 

technique’ that performs data analysis via two operations, Map and Reduce (33,113). The 

Hadoop software provides the Map function with a block of data to analyse, which then 

creates a Map key-value data model. For instance, if the user wanted to count the frequency 

of words, the user would define a map function and pass an input file from the HDFS, i.e. a 

text file containing ‘University of Hertfordshire’. The mapper would then produce a set 

containing key-value pairs: [“University”:1, “of”:1, “Hertfordshire”:1]. In the example, the 

key is the word, and value is the frequency of word reoccurrence. Once the mapping process 

is complete, Hadoop assigns a thread to each of the reduce functions (also user-defined) 

which will then sum the pairs and provide the overall aggregate result (96,113).  

This simple use case demonstrates the core functionality of Hadoop, but in this example, the 

reducer is redundant. If the user performed another query in which the data was distributed, 

Hadoop would then instruct each node (i.e. a computer in the cluster) to perform the user-

defined MapReduce function. It would firstly map the values from the relevant data blocks, 

and once complete, the reducer would combine all the information, sum the pairs and output 

the results.  

3.3.1 Hadoop: The good 

The Hadoop framework is open-source (and so free), highly scalable and is optimized to run 

on commodity hardware. One of the fundamental concepts of Hadoop is to solve the problem 

of diverse data, and so the Hadoop Distributed File System (HDFS) is able to manage 
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structured, semi-structured and unstructured data that is enormous in size. In addition, the 

open-source nature of Hadoop means that it is always being further developed by a vast 

community of developers. Many of the modules have been formalised and become projects of 

their own. These are: Core Technologies, Database and Data Management, Serialization, 

Management and Monitoring, Analytics Helpers, Data Transfer, Security and finally Cloud 

Computing and Virtualization (96). This means that Hadoop is able to cater for a much larger 

audience of users looking to Hadoop to help them with specific use cases. The modules are 

developed to be fully-compatible, so any project can make use of any module to help manage 

and analyse Big Data.  

The first iteration of Hadoop, Hadoop 1.0, was only capable of analysing data via the 

MapReduce (MR) model. Hadoop 2.0 however, provides an additional tool called YARN that 

adds an additional layer between the HDFS and MapReduce. It was designed to provide a 

more generic alternative to MR, which could only perform queries that followed the MR 

programming framework. MR had a number of issues, but one of the most critical was 

described by, founder and CTO at cloud analysis provider Xplenty as being ‘infamous for 

being very difficult to program’. The difficulty in recent times has led to a number of new 

modules to improve usability (such as Pig and Hive). YARN overcame some issues that 

Hadoop 1.0 encountered such as scalability, availability (Single Point of Failure), resource 

utilization and restrictiveness (limited to MapReduce) (114,115). Adrian, a Gartner analysist 

described pre-YARN Hadoop as a ‘brute-force, batch blunt instrument for analytics’ and 

post-YARN Hadoop as an ‘interactive analytics tool [for] mixed workloads’ (116).  

3.3.2 Hadoop: The problems 

Although the introduction of YARN solved many of the problems faced by Hadoop 1.0, 

Hadoop 2.0 is notoriously harder to use. One of the most prominent examples is the trouble 

Todd Papaioannou, once branded a Big Data ‘industry veteran’ by technology research firm 

GIGAOM (117), experienced during his tenure with Yahoo. Papaioannou was assigned the 

Chief Cloud Architect role, and was tasked with setting up 45,000 Hadoop servers (along 

with his 120 person team) (118). What should have been a stable platform that enabled 

Yahoo’s engineers to develop and test their applications, was a product described by 

Papaioannou to be a ‘bunch of redneck architecture’ (118). This was fuelled by the multiple 

variations of libraries and tools that were being used by each of the teams. In a conference, 

Papaioannou summarized that ‘Hadoop is hard’ due to ‘it’s low-level infrastructure software, 

[that] most people… are not used to using’ (118).  

3.4 The best methodologies for managing and analysing Big Data 
Distributed computing is the most effective processing methodology for managing and 

analysing Big Data. Data sets have grown so large and complex that centralized systems lack 

the processing power to be able to issue a timely analysis. Distributed computing boasts a 

range of advantages such as the ability to bring the processing to the data, however the most 

important factor making it the best fit for Big Data is the ability to scale outwards. As Big 

Data grows ever larger and more complex, distributed computing allows for an endless 

number of additional computers to join the network, therefore producing enough processing 

power to be able to tackle the data effectively.  
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Hadoop showcases the beneficial relationship between distributed computing and Big Data. 

Hadoop, an interface designed to manage and analyse Big Data, is open-source, highly 

scalable and proven capable, but is not without its flaws. Its popularity and growth may be 

the problem: as more developers are getting involved with the project, more modules are 

being developed and its overall complexity is increasing.  

I have identified that there are competent tools that are capable of analysing data in a 

database (i.e. RDMS and NoSQL databases) and data that is not in a database (i.e. 

MapReduce, Spark). This has led me to the conclusion that I will develop a piece of 

middleware that acts as a panel from which these tools are available. In other words, I want to 

create a single interface from which a user can remotely command Spark to analyse 

unstructured data, but also remotely instruct a SQL or NoSQL database system to analyse 

data. By being middleware software, it will be easily integrated into existing architectures. 

I will be using distributed system methodology in the creation of my middleware. Much like 

Hadoop, I plan on making it open-source and available for other software engineers to work 

on, but I would market the end-product at a less technical audience than Hadoop (which 

attracts a highly specialised data scientist audience (11)).  
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Chapter 4 

A solution to the problematic nature of 

managing and analysing Big Data 

The previous Chapters looked at what Big Data is, where it comes from and identified the 

characteristics of Big Data that make it difficult to manage and analyse. They also look at 

how the problematic factors of Big Data have impacted the data-storage and analysis 

landscape, and examine the most popular tool that is currently used to help organisations with 

this task, (Hadoop). I have also identified the reasons why distributed computing is an 

effective methodology for the management and analysis of Big Data. I have concluded that 

there are effective management and analysis tools available to largescale organisations with 

very large budgets. I have, however, identified a need for effective software that is available 

for organisations on smaller budgets. In response, I have created a piece of middleware that 

aims to do just that. 

4.1 Introduction to my software 
My middleware is aimed at small to medium sized organisations who have smaller budgets 

and limited resources, yet still need to manage and analyse Big Data. The technology used is 

all open-source and the middleware has been designed to function in an existing 

heterogeneous network, so as to cause the least amount of disruption and expense. It operates 

without the need for file reorganisation and is capable of running on commodity hardware, 

therefore not requiring specialized equipment. Also, the middleware has been designed to 

combat the complexity that surrounds the field of Big Data management and analysis (76) by 

being simple to use.  

Middleware ‘is the software that connects software components’ (119).The middleware will 

enable an organisation to manage and analyse their data by sending user-inputted queries to a 

remote machine, without the need to move or download the data. The machine will then 

execute the queries, and return the results. Assuming the data is distributed among a number 

of machines (locally or remotely), the program is able to send and execute computational 

queries on each of these machines.  

4.1.1 Overview of the Program 

The research and insight demonstrated in the previous chapters were instrumental in the 

technical decisions I made when designing my middleware. My research helped me to 

understand how the software needed to help small organisations tackle the most prominent 

factors that make the management and analysis of Big Data problematic. Namely: 

complexity, variety, volume and cost.  

The following sections will look at the technicalities of my software, and how they relate to 

the above factors in more detail. I will begin by discussing the software architecture, the core 

functionality and implementation. 

4.1.2 Software Architecture – A technical overview 
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My software is a working prototype of a middleware application that can perform a basic 

analysis on a non-local data set via distributed computing. Namely it can search a text file, 

count the frequency of words in a text file and perform a simple user-specified filter query on 

a database located on a separate machine. It is envisaged that the software would be made 

open source, and that further versions of the software would incorporate additional 

functionality. The middleware software has been designed to easily integrate within existing 

infrastructure. There are two distinct parts to the middleware: MServer (i.e the server 

computer) and MClient (i.e. a remote machine that holds the data). They follow the typical 

Server-Client(s) architecture, and therefore their relationship is one-to-many (1..*); one 

server is capable of handling an arbitrary number of clients in a heterogeneous network. As it 

is heterogeneous, the server is not affected by the client’s operating systems, processor or the 

type of data that may be present. The two components interact through a RESTful service, 

which utilises HTTP as the transport layer. As the MClient can be connected via the internet, 

they are not physically confined to a geographical location3.   

As Figure 2 demonstrates, the application sits above the local OS, the local data and the 

processing engine. The prototype has been integrated with a MySQL, MongoDB and Spark 

processing engine, thus enabling it to interact with a database (relational or non-relational) 

and with data not in a database (via Spark).  

 

Figure 2 - System Architecture 

 

 

                                                           
3 As long as the traffic is routed correctly 
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4.2 Software components4 

 

4.2.1 MServer 

The MServer enables the user to send instructions to the client(s), and is responsible for 

keeping track of the clients and sending out queries. 

To view a class diagram for the MServer part of the application, please ref to appendix D.  

4.2.1.1 MServer Front-end 

The layout of the panel was developed with the user in mind, as it will be the only part of the 

application that a user will regularly interact with. I took care not to display too much 

information on the panel so as not to seem intimidating to the less-experienced user (i.e. I was 

attempting to reduce the notion that Big Data management and analysis tools require data 

scientists to operate them). I ensured that the design was clean, clear and the font was 

readable by selecting elements that were similar to those featured in user-friendly 

applications such as the WordPress admin panel.  

As Figure 3 demonstrates, the panel lists all of the user-actions in the left menu, and the 

responses clearly in the central panel.  

 

Figure 3 - Dashboard Design 

The prototype provides two main commands that can be issued via the dashboard: ‘Send 

Query’ or ‘Send Spark Query’. Between the two options, the user is able to query structured, 

semi-structured and unstructured data.  

Java Spring projects generally take the form of Model-View-Controller (MVC) or Model-

View-Presenter (MVP). Both architectures achieve the same goal of rendering an HTML 

                                                           
4 For a full list of all the tools and software used to build the distributed application, please refer to appendix A 

and B.    
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page to the end user, but they follow different design patterns. The primary difference is that 

an MVC controller has the logic for returning more than one view, whereas MVP has a 

separate presenter for each of the views, and so the logic remains separated. Both 

architectures have their use cases, but generally, MVP is more complex. In Java Spring, MVP 

is implemented on-top of Spring MVC (utilising an extension called Spring-Roo (120)). 

Spring-Roo adds an extra layer to the MVC model, which would only be justifiable for large 

scale projects where separating logic from each of the views justifies the extra configuration. 

I decided to use MVC, as the additional benefits provided by MVP did not justify the extra 

configuration required. In addition, high-traffic MVC websites such as StackOverFlow, have 

proven MVC to be both reliable and scalable. This reassured me that my users will be able to 

connect a large number of clustered computers, without architectural performance issues.   

I then decided on the server page technology that would render my View. Java Spring 

supports a number of open-source template engines including: Java Server Page (JSP), 

Thymeleaf, Velocity and Freemarker. As the most mature and commonly used engines, I 

narrowed the choice to Thymeleaf and JSP, ultimately deciding on Thymeleaf for its superior 

Expression Language (EL) and layout features. Thymeleaf, unlike JSP, offers a layout feature 

(121) which allows ‘common page components like the header, footer and menu’ to be 

reused across several pages.  Although Thymeleaf requires additional configuration 

compared to the Spring ready-supported JSP, I felt that this was justifiable as it will reduce 

code duplication and enable encapsulation, which simplifies development and maintenance.  

Perhaps the most important factor as to why I chose Thymeleaf, was because it helped me to 

easily create a ‘wizard’ that would guide the user through the query-creation process (thus 

making the software less complex).  

I chose Bootstrap as the front-end framework as it is open-source, responsive, supported by 

most browsers (and so will make the software less problematic for the user) and provides 

many pre-designed templates. I used a template called ‘SB ADMIN’, that had a similar look 

and feel to my design. 

Figure 4 shows the front-end file structure. It has a static folder that contains cascade style-

sheets (CSS) and Javascript (JS) files. 
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Figure 4 - Front-end file structure 

 

The pages are logically separated, and so it is easy to navigate to find a particular file. In the 

templates folder, the first folder ‘fragments’ is deprecated. I originally set up the views to 

make use of outer-fragments (a layout feature) because I thought it would be best for 

providing reusable content, but this was before discovering that Spring supported hierarchical 

layout-dialects. The layouts folder contains a template file that appears to be an ordinary 

HTML page, however the page is actually a master file that is inherited by all other pages on 

my site. The master page explicitly specifies a layout-fragment, as shown in figure 5, which 

is the only area that a child page can override. This therefore minimises code maintenance 

and code duplication  

 

 

Figure 5 - Layout feature 

 

The QueryController and SparkController folders contain controller related views, and the 

HTML pages located at the template root, act as the root pages for the site. To view all of the 

front-end pages developed, please see appendix C.   

4.2.1.2 MServer Back-end 

The MServer project back-end has four directories, as shown in figure 6. The folders have 

been structured using MVC conventions. 
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Figure 6 - MServer back-end file structure 

4.2.1.2.1 Controllers 

The ‘controllers’ folder contains controllers responsible for translating ‘interactions with the 

view into actions to be performed by the model’ (122). They are essentially classes with the 

application business logic which respond to actions performed by the user.  

As previously mentioned, the project follows the MVC architecture. Each of the controllers, 

is responsible for processing the user actions and returning results requested by the user. The 

controllers have been separated according to their functionality (i.e. database queries are on 

the QueryCotroller and Spark operations are on the SparkController), and so it aims to be a 

cleaner implementation.  

There are four controllers: home controller, client controller, Query controller and spark 

controller. The home controller, the simplest, is only responsible for returning the index page 

(the home page). The client controller is responsible for the management of the connected 

MClient. It enables the user to perform standard CRUD (create, read, update and delete) 

operations. The query controller is responsible for managing a user’s query targeted at a 

database. The query controller is able to handle both a relational database (MySQL) and a 

non-relational database (MongoDB). The spark controller handles the users spark query. As 

my software is a working prototype, the controller currently only supports two spark 

operations on any given file: word search and count the frequency of every word. It is 

envisaged that a later version of the software would support richer spark queries with more 

parameters. It would provide additional spark operations such as performing data operations 

on a table, or running computing intensive tasks specified by the user.  

4.2.1.2.2 Models 

The models package contains classes that act as data models. Some of the models represent 

the entities from a table (such as Client), some are service classes providing behaviour to 

other classes (such as: URLService, QueryHandler and SparkHandler) and others act as 

temporary wrapper objects used during the submission of a form (such as: 

ClientWithInstructionWrapper). All of these models were carefully designed to ensure the 

system would remain loosely coupled. The advantage of a loosely coupled system is that 

classes are more independent, and so it simplifies testing and maintainability.  In the models 

package there are also classes and methods that provide the communication, which will be 

discussed in section 4.2.3.  

4.2.1.2.3 Properties 

The properties package contains important configuration information for the application. For 

instance, it contains authentication settings such as determining which pages are accessible 
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by unauthenticated users. Furthermore, there are also a number of classes responsible for 

storing session information, including the number of successful queries, failed queries etc.  

4.2.1.2.4 Repository 

The repositories folder is used for database interaction. MServer connects to the database 

using a high-level interface provided by the Spring framework, called Spring Data JPA. 

Spring Data JPA is a high-level database access library, designed to remove the typical boiler 

plate required for database access, as well as giving support to a variety of SQL and NOSQL 

database systems. As it is only an interface, it does not have any implementation.  

 

 

Figure 7 - Spring Data JPA 

Figure 7, demonstrates the simplicity of Spring Data JPA. The figure shows two methods that 

have been added; one to retrieve a list of clients (MClients), and another to retrieve an 

individual client by its ID. At runtime, Java Spring will automatically create a class which 

extends the interface and adds the implementation based on the methods signature.  

4.2.2 MClient: backend 

The MClient is a completely separate application that is independent from the MServer. To 

keep the software relatively simple to use, the MClient has been designed to be autonomous, 

and so will not require any user input. The MClient(s) await instruction from the server which 

will have been written by the user (and sent via the server). They will then be executed by the 

client. Once the query has been processed, the result is returned to the MServer.  

The MClient follows an MVC architecture, but unlike the MServer that provides the user 

with a view, it returns the requested object. The MClient therefore has a Controller and a 

Model package. The controller package has two main classes; one that deals with database 

operations (SQL and NoSQL) and another that handles spark. The models package, like 

MServer, contains data models that have been carefully designed to perform a certain role. 

This includes classes which mirror those belonging to the MServer, such as Message, which 

is required for the deserialization of the object. The MClient also has a repository package 

that stores interfaces that deal with database queries. It also makes use of Spring Data JPA.   

Generally the MClient simply waits for the MServer to make a request and send an object 

with instructions. Depending what mapping (URL) the MServer targets, it will specify the 

type of action required, which will be picked by one of the controllers. The controller will 

then deserialize the object and perform the instruction. The MClient will then write a 

response to the object, serialize it and return it back to the MServer.  

4.2.3 Communication Layer 
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Having discussed the functionality of the front- and back-end, the next section will discuss 

the communication layer. The communication layer is important because it is how the user is 

able to retrieve information from the remote computer holding the data source.  The 

communication is built with a REST architectural network, using HTTP as the protocol.  

REST is the architecture used by the World Wide Web, which is proven to be scalable, 

performant and reliable; three elements that will assist my user in their analysis and 

management of Big Data. The MServer and MClient communicate via JSON REST requests, 

by using a Spring provided class called RestTemplate. I choose RestTemplate over the other 

viable solution, HttpClient, as it operated on a higher level of abstraction. This not only 

reduces some of the repetitive code associated with HttpClient, but also was a better fit for 

my project as RestTemplate provides automatic serialization to JSON.  

Figure 8 shows one of the methods in the QueryHandler class on MServer. The method is 

used to check the status of a client, and return a Boolean. When the method is called, it 

constructs a URL using a custom-made service class called URLService, which encodes the 

URL. It then uses another static method, testResponse, to check that the client is connected (a 

response of 200 means it is online). Once it receives the response, it contacts the client via the 

object restTemplate. The restTemplate uses the getForObject() command to send the object to 

the client and demand a response. Depending on the client response, the appropriate Boolean 

is returned. This particular method is extremely useful to the application, as it is able to test if 

the client is connected, and so it will not attempt to perform a query if it returns false. This 

essentially speeds up the sending of a query considerably, as it will not wait for a never-

occurring response. This will speed up the overall application, which will save the user time 

and provide quicker results.  

 

Figure 8 - Query Handler 

The method shown in figure 8 is one of the simpler methods, but it shows the core 

functionality of the restTemplate. It creates a request using getForObject(), and waits for a 

response. It will then take the necessary steps required to determine the MClient’s health 

status and return the appropriate Boolean.  
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4.3 Testing my middleware 
I carried out a variety of tests on my software. These were functional, system, performance, 

boundary, acceptance, security and compatibility.  

4.3.1 Functional testing 

This uses use cases to test the functionality of the application. 

Test 1 – Send a multi-database query to a client  

Action Input Expected Actual Valid 

Go to query Query Client 1 queryIndex.html page 

loaded 

queryIndex.html 

page loaded 

Y 

 

 

 

 

 

Select Queries 

to Perform 

(single Query) 

QUERY_MYSQL  

select p from Person p 

where age > 34 

4 results 4 results Y 

QUERY_MYSQL 

select p from Person p 

where age > 34 [count] 

 

4 4 Y 

QUERY_MONGO 

{firstName : 'Sarah', 

age: {$gte: 20}} 

11 results 11 results Y 

QUERY_MONGO 

{firstName : 'Sarah', 

age: {$gte: 20}} [count] 

11 11 Y 

 

Test 2 - Send a multi-spark query to a client  

Action Input Expected Actual Valid 

Go to query Spark Client 1 sparkIndex.html page 

loaded 

sparkIndex.html 

page loaded 

Y 

 

 

 

 

 

Select Queries 

to Perform 

(single Query) 

WORDCOUNT 

d:\ben\desktop\test-

small.txt 

sort: yes 

{Key,value} list  

sorted by key 

{Key,value} list 

sorted by key 

Y 

WORDCOUNT 

d:\ben\desktop\test-

small2.txt 

sort: no 

 

{Key,value} list {Key,value} list Y 

WORDFIND  

d:\ben\desktop\test-

small.txt [Manning] 

Manning was found: 6 

times 

Manning was 

found: 6 times 

Y 

WORDFIND 

d:\ben\desktop\test-

small2.txt [Manning] 

Manning was found: 0 

times 

Manning was 

found: 0 times 

Y 

Test 3 - Send a multi-client query to spark 

Action Input Expected Actual Valid 

Go to query Spark Client 1 sparkIndex.html page 

loaded 

sparkIndex.html 

page loaded 

Y 
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Select Queries 

to Perform 

(single Query) 

Machine 1 

WORDCOUNT 

d:\ben\desktop\test-

small.txt 

sort: yes 

{Key,value} list  

sorted by key 

{Key,value} list 

sorted by key 

Y 

Machine 2 

WORDSEARCH 

c:\harriet\desktop\test-

file.txt [dog] 

 

dog was found: 2 

times 

dog was found: 2 

times 

Y 

4.3.2 System testing 

This uses an end-to-end process to test the collective system.  

Test 4 – Test all system features 

Action Input Expected Actual Valid 

Login Login Server on 

Https.  

Login.html page Login.html page Y 

Authenticated --- Index.html page Index.html page Y 

Go to Client 

Management 

Add a Client createClient.html page loaded sparkIndex.html 

page loaded 

Y 

Edit the Client Edit editClient.html page loaded 

with correct details 

editClient.html 

page loaded with 

correct details 

Y 

Update the 

Client 

Update Values Redirect to clients.html with 

updated values 

Redirected to 

clients.html with 

updated values 

Y 

Delete the 

Client 

Delete  Redirect to clients.html with 

delete client 

Redirected to 

clients.html with 

delete client 

Y 

Query Wizard Repeat Test 1 

(change input) 

Test 1 Results (with changed 

input) 

Test 1 Results Y 

Spark Wizard Repeat Test 3 

(change input) 

Test 3 Results (with changed 

input) 

Test 3 Results Y 

Query Wizard Query Client: 

Health,Metrics, 

Shutdown 

Connected, Metric-Data, 

Client has been shut down 

Connected, Metric-

Data, Client has 

been shut down 

Y 

  

 

 

4.3.3 Performance testing5 

This assesses the application performance during normal working conditions, as well as 

testing the application boundaries by putting it under stress by telling it to execute lots of 

simultaneous queries. 

Test 5 – Test Wordcount using range of file sizes  

                                                           
5 Benchmarks set by: i7-3770K CPU @ 3.50GHz, 16GB RAM, WIN 7 (64x)  
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Action Input File Size Execution Time 

mm:ss:ms  

 

 

WORDCOUNT 

d:\Ben\Desktop\test-small.txt 1.21 KB 00:00:54  

d:\Ben\Desktop\jungle-book28.txt 2.84 MB 00:00:80 

d:\Ben\Desktop\jungle-book94.txt 94 MB 00:04:99 

d:\Ben\Desktop\jungle-book188.txt 188 MB 00:09:53 

d:\Ben\Desktop\Test.txt 2.2GB  01:14:37 

Total Time 01:30:23 

 

Test 6 – Test WordSearch using range of file sizes  

Action Input File Size Execution Time 

mm:ss:ms  

 

 

WORDSEARCH 

d:\Ben\Desktop\test-small.txt [Toomai] 1.21 KB 00:00:32  

d:\Ben\Desktop\jungle-book28.txt [Toomai] 2.84 MB 00:00:58 

d:\Ben\Desktop\jungle-book94.txt [Toomai] 94 MB 00:01:07 

d:\Ben\Desktop\jungle-book188.txt [Toomai] 188 MB 00:01:62 

d:\Ben\Desktop\Test.txt [Toomai] 2.2GB  00:07:14 

Total Time 00:10:73 

 

 

Test 7 – Multi-spark word count on single client 

Action Input File Size Execution Time 

mm:ss:ms  

 

SIMULTANEOUS 

WORDCOUNT 

d:\Ben\Desktop\test-small.txt  1.21 KB  

 

01:28:40  
d:\Ben\Desktop\jungle-book28.txt  2.84 MB 

d:\Ben\Desktop\jungle-book94.txt  94 MB 

d:\Ben\Desktop\jungle-book188.txt  188 MB 

d:\Ben\Desktop\Test.txt  2.2GB  

 

Test 8 – Multi-spark search query on single client 

Action Input File Size Execution 

Time 

mm:ss:ms  

 

SIMULTANEOUS 

WORDSEARCH 

d:\Ben\Desktop\test-small.txt [Toomai] 1.21 KB  

 

00:08:89  
d:\Ben\Desktop\jungle-book28.txt [Toomai] 2.84 MB 

d:\Ben\Desktop\jungle-book94.txt [Toomai] 94 MB 

d:\Ben\Desktop\jungle-book188.txt [Toomai] 188 MB 

d:\Ben\Desktop\Test.txt [Toomai] 2.2GB  

 

Test 9 – Database queries on single client 

Action Input Execution Time 

mm:ss:ms  

QUERY_MYSQL Select p From Person p where age > 34 00:00:52  

QUERY_MONGO {firstName : ‘Sarah’, age: {$gte: 20}}  00:00:49  

SIMULTANEOUS 

QUERY_MYSQL 

QUERY_MONGO 

Select p From Person p where age > 34 

{firstName: ‘Sarah’, age: {$gte: 20}} 

 

 

00:00:53  
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4.3.4 Compatibility testing 

This tests the application by attempting to run it on a variety of OSs, and by accessing it via 

different web browsers.  

Test 10 – Check browser compatibility 

Page Firefox (46.0.1) Google 

Chrome 

Internet Explorer 

(11.0.9600.18282) 

Passed 

Login.html OK OK OK Y 

Clients.html OK OK OK Y 

createClient.html OK OK OK Y 

editClient.html OK OK OK Y 

queryIndex.html OK OK OK Y 

clientSender.html OK OK OK Y 

clientSingleSender.html OK OK OK Y 

clientResults.html OK OK OK Y 

results.html (query) OK OK OK Y 

sparkIndex.html OK OK OK Y 

sparkSender.html OK OK OK Y 

sparkSingleSender.html OK OK OK Y 

results.html (spark) OK OK OK Y 

 

Test 11 – Check for MClient compatibility 

Test Windows 7  Windows 10 Ubuntu 14.04 Passed 

Boots up on OS OK OK OK Y 

Queriable from 

MServer 

OK OK OK Y 

 

4.3.5 Security/vulnerability testing 

This will test the security of the Mserver, by attempting to bypass the login system. It will 

also test the security of the client by attempting to bypass the MServer and send queries 

directly to the MClient. 

Test 12 – Test Authentication  

Test Expected Actual Passed 

MServer requires authentication Y Y Y 

Cannot Access any page directly without authorization  Y Y Y 

Incorrect password does not enable access Y Y Y 

Logout button logs user out Y Y Y 

 

 

Test 13 – SSL Connectivity  

Test Expected Actual Passed 

MServer is accessed via an SSL connection Y Y Y 

Connection between MServer and MClient is encrypted Y N N 
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MClient is only accessable via SSL connection Y N N 

 

Test 14 – Direct Access to MClient’s properties and data 

Test Expected Actual Passed 

Get Clients status via: http://clienturl/health N Y N 

Get Clients metrics via: http://clienturl/metric N Y N 

Shutdown client via: http://clienturl/shutdown N N Y 

Shutdown client via shell: curl –X POST clienturl/shutdown N Y N 

 

 

4.3.6 Acceptance testing  

This will test whether the middleware is able to meet all of the users requirements, such as analysing 

structured, semi-structured and unstructured data.  

Test 15 – Can user perform queries on structured, semi-structured and unstructured data 

Data Format Test Expected Actual Passed 

Structured Query SQL Database (Limited Query) Y Y Y 

 Count results in a SQL Query Y Y Y 

Semi-Structured Query NoSQL Database (Limited Query) Y Y Y 

 Count results in a NoSQL Query Y Y Y 

Unstructured Count frequency of words in a text file Y Y Y 

 Search word (with number of reoccurences) Y Y Y 

 

Test 16 – Operations that a user can perform: 

Action Expected Actual Passed 

Many Queries to Single Client (Database OR Spark) Y Y Y 

Single Queries to Many Clients (Database OR Spark) Y Y Y 

Many Queries to Single Client (Database AND Spark) Y N N 

Single Queries to Many Clients (Database AND Spark) Y N N 

 

4.4 Evaluation of my middleware  
In order to evaluate my middleware, I decided to apply a number of different testing 

methodologies. These were: functional, system, performance, compatibility, security and 

acceptance testing.  

 

4.4.1 What was my application good at 

To determine whether my software was robust, I used the results derived from my functional 

and system tests. The application passed these tests because it makes heavy use of exception-

handlers which ensure the application does not crash, and that it handles an exception 

appropriately.   

The software is performant as it scales well and provides a timely result. I ran a number of 

successful performance tests with varying file sizes. The speeds were determined by 

calculating the difference in time from the user submitting the query, to the user receiving the 
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result. This application is a piece of middleware that links existing tools. These tools (i.e. 

MySQL, Mongo and Spark) process the analysis, and so performance is reliant on their 

processing speed. Nonetheless, the latency between sending an instruction from the MServer 

to the MClient is minimal, and this can be seen from comparing the results of tests {5,7} and 

{6,8}. The difference between executing each test individually and sending a simultaneous 

query is approximately 2 seconds, suggesting that the latency is around 0.2 seconds6, which is 

insignificant.  

During my tests, I tried to replicate a typical organisation’s heterogeneous network, by 

running the MClient software on a number of different operating systems. As long as the Java 

version was compatible and it was connected to the network, the software did not experience 

any difficulty with operating on other hardware and operating systems, as shown in the 

compatibility test 11. Furthermore, the MServer software was accessed from a variety of 

browser, as shown in test 10. The dashboard did not have any browser interoperability issues. 

One of the key aims of the software was to provide a low-cost solution. The software is built 

entirely using open-source technologies. Open-source software enables users to fork7 the 

project from a hosting service such as GitHub, and instantly begin configuring and running 

the software, incurring no additional costs or licensing fees. Furthermore, the initial setup and 

the interface is designed to be simple, as the user is guided via a series of ‘wizards’ and so 

minimal training is required.  

The MServer has lots of control over the MClients. For this reason, I added an authentication 

page which will require a user to login before they are able to utilise or view the dashboard. If 

the user does not logout, after a certain time period, it will automatically request the user to 

re-enter their authentication details. Furthermore, the MServer has been setup to operate on a 

secure-socket layer. This can be seen by the MServers URL starting with HTTPS, which 

ensures the communication between the user and the MServer is encrypted. This is important 

as it prevents a hacker from intercepting the authentication details.  

I performed an acceptance test to ensure that the software performed the necessary actions to 

make the middleware viable. The current version of my software is capable of querying all 

formats of Big Data: structured, semi-structured and unstructured data.  

The software makes it extremely easy to add a new MClient to the network should the 

organisation’s Big Data analysis and management requirements grow. If an additional data 

source was obtained, the organisation would need to install the MClient software onto the 

machine, connect to it via the MServer, and can begin analysing that data.  

4.4.2 What was my application not good at  

                                                           
6 2 seconds was average difference between test {5,7} and {6,8}. 2 divided by the 5 tests showed a 0.4 latency 

from sending the query to receiving a response. This suggests an approximate 0.2ms latency from the MServer 

to the MClient 
7 Fork –a Git related term- refers to the action of taking a personal copy of a repository. These repositories are 

hosted on a Git repository hosting service, such as GitHub, which enable users to collaborate on open-source 

projects.  

.  
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I had planned originally to adopt Test-Driven Development. I soon found that the rigidity of 

such a methodology was unsuited to my project. My lack of experience with a number of the 

tools (Gradle, Thymeleaf and NoSQL), frameworks (Spring Boot and Spark) and 

architectures (MVC and REST) meant that I encountered some unforeseen circumstances, 

issues and limitations that I did not expect during development. This made it extremely 

difficult to plan and design the classes and system architecture in the way required by Test-

Driven Development. One example of this happened when I was unsure how to map the 

fields of a table that had many rows and columns to the correct object property. I was trying 

to edit the properties of a list of objects simultaneously. This is critical to my application if I 

wanted to enable a user to send queries to a number of clients simultaneously, and I originally 

thought it would be a simple operation. 

Figure 9 demonstrates what I was trying to achieve. The empty objects were loaded into a 

table, the user would then add values to the properties, and then the edited objects (the 

bloated arrows) would be posted by the form and retrieved by the specified controller. This 

wasn’t happening, however, because Thymeleaf does not natively support the mapping of a 

list of objects. This meant that when the user added a property and submitted the form, the 

retrieved list of objects was empty. 

 

       

Figure 9 - Updating a list of objects 

After extensive research, I discovered that I had to wrap the list in a wrapper object (123) as 

the wrapper object was required to encapsulate the list. Once the form was posted, the list 

would be saved inside the wrapper object which would then be picked up by the controller.  

The problem above was one of many issues that I experienced during the development of my 

software. If I had tried to utilize the test-driven development methodology, I would have been 

forced to change the methods signature numerous times in order to cater for the additional 

objects required. For this reason, I decided not to use Test-Driven development.  

Another issue that I found during the testing stage was directly related to the concept of 

distributed computing. Something I hadn’t realised, was that the creation of software that acts 

as a bridge between other software is only viable if it provides the user with all the necessary 
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information to perform an action. When the user performs a Spark query, my software 

assumes the user knows the absolute path to the file. This may work in extremely simple 

contexts, but realistically, the user cannot be expected to know the full file structure in every 

case. In order for the software to become viable it would require a system that would provide 

information on the file structure, so they are able to directly select the file to query, rather 

than manually inputting the full file address. The issue of not providing the user with all the 

necessary information also applies to the users EJB queries. Here they are also expected to 

know the full database structure beforehand, and therefore some visual aid would be required 

to make the software viable. The software was only able to pass the acceptance test 15, by 

specifying that the query would be limited, and not take into consideration the user 

experience of performing the action.   

Another issue with the software that forced me to amend the initial design, was the limitation 

of sending a query to numerous clients. Test 16 revealed that it failed a number of acceptance 

cases. The original design of the software envisaged the user sending just one query per client 

selected. A user may want to send numerous queries to a client, whether it was various 

database queries, retrieve the available memory of the system or analyse the various files 

using spark. For this reason, I was forced to design a new interface which would enable the 

user to send many queries to a single client.  

Figure 10A demonstrates my original design, and 10B my extended implementation. Ideally, 

these two behaviours should be merged in a final version of the software, however, due to the 

complexity and time-constraints of this project, I was unable to construct such a model. A 

user would expect to mix their queries regardless of data formats and unfortunately, the 

current prototype cannot do this, causing the software to fail some of the acceptance tests.  

 

 

Figure 10 - Query limitations 

The software also has a concerning security loophole which was uncovered during security 

tests 13 and 14. Although it has basic authentication (login system), and the connection to the 

MServer is encrypted using SSL communication, the data transmitted is unencrypted. This is 

not problematic in a private network, but if the communication travels via the internet this 

would be a major security concern. Furthermore, the software also failed the direct-

accessibility test (test 14), that demonstrated how there is nothing stopping a user from 
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directly accessing the data. Although I was unable to configure curl8  to access their data, I 

believe a more competent user would be able to view and download the data. Furthermore, I 

was also able to shutdown one of the MClients by issuing a simple curl POST command, 

which is a concern.  

There are other limitations of the software that need to be addressed before the project is 

production ready. For instance, an external configuration file would remove the need to 

launch and configure the application through an IDE, which is impractical. Furthermore, as 

the user is generally entering instructions as plain text, errors and logic mistakes are likely. 

Ideally, the input would be validated before it is sent to the client to ensure minor mistakes 

are avoided, and thus saving improve the usability of the software.  

 

  

                                                           
8 Curl is a tool to transfer data from or to a server 
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Conclusion  

This paper set out to identify what the common problems are that are encountered by 

organisations analysing and managing Big Data, and to explore whether these problems could 

be helped by using distributed computing. 

During my endeavour to answer this question, I have identified that the Internet of Things is 

rapidly growing, which, although not the largest contributor, is adding to the mass of Big 

Data being generated. My research identified what constitutes Big Data, and ascertained that 

the field of Big Data is also growing very quickly, with unstructured data being generated in 

the largest quantities, compared with structured and semi-structured. I discovered that Big 

Data has been a driving force in a variety of new discoveries, from finding cures for diseases, 

to reducing crime. This highlighted the importance of creating tools that are able to mine Big 

Data.  

I wanted to understand what the problems were that surround the field of Big Data 

management and analysis. My exploration of a variety of procedural activities associated 

with working with Big Data, identified a range of interconnected factors making Big Data 

difficult to manage and analyse. These were the variety of the formats in which Big Data is 

created, the large volume that it is created in, the speed at which new data is being generated, 

and the costly nature of hardware, software and skillsets capable of working with the data. I 

then backed up these findings by analysing real life examples of failed Big Data projects, 

which concreted my findings as there were correlations between the factors I had highlighted 

to be problematic, and the reasons why the projects failed. My research into the current Big 

Data management and analysis packages currently servicing the market revealed that there 

are plenty of effective tools accessible to organisations operating within large budgets, but 

revealed that there are limited tools for organisations operating on smaller budgets. The open 

source software that is available to organisations for free, such as Hadoop, proved too 

complex for a non-specialist team to use. My research uncovered an unnerving way of 

thinking surrounding the Big Data field; that Big Data analysis is only available to those with 

big budgets. The valuable insights that are potentially locked away within Big Data sets, 

highlight the importance of bringing an accessible piece of software to open Big Data 

management and analysis to everyone, and combat this way of thinking.   

The problematic factors of Big Data have shaped the data analysis and management 

landscape, leading to the creation of more flexible databases, and specialist analysis tools. A 

review of the current hardware proved centralized systems to be unsuitable for working with 

Big Data, because they create a single point of failure, and are susceptible to bottlenecks. In 

addition, I discovered that centralized systems are subject to a cap in potential processing 

power subject to current technological limitations. Distributed computing on the other hand, 

negates these risks; it uses a network of systems to eliminate the possibility of a single point 

of failure, and is highly scalable, meaning that the processing power can be increased as 

required.  

The problematic factors of Big Data that my study revealed, are alleviated by utilising 

distributed systems. Mainly this is accountable to the additional processing power that 

enables systems to work with the data despite its extreme volume and variety, but it also 
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helps to combat the costly nature of Big Data. Distributed systems are designed to run on 

commodity hardware, thereby negating the requirement to buy state-of-the-art machinery. In 

addition, (and although not all distributed systems utilise this method) the distributed system 

structure maintains data integrity by removing the need to move the data set across a network, 

by bringing the computation to the data.  

Based on the gap in Big Data analysis and management tools suitable for small and medium 

sized organisations that my research unveiled, I decided to create a tool for this market. I 

knew that it needed to be relatively easy to use, and cost very little. My research uncovered 

open source storage and analysis tools, which enabled me to focus my application on creating 

a piece of middleware that harnesses the processing power of distributed computing, to offer 

an interface from which these tools are accessible. My middleware is a working prototype 

capable of performing simple analyses of Big Data on non-local machines.  

My software solves some of the problems of Big Data analysis and management. It is open-

source, it fits in a heterogeneous network and can query structured, semi-structured and 

unstructured data, but has some limitations. For example it has limited functionality, and 

security issues. However, with further development these are problems that I am confident 

can be overcome. 

Perhaps the most concerning problem surrounding the management and analysis of Big Data, 

is that existing tools are only accessible to multi-million pound corporations. Until there are 

accessible analysis tools for everyone, Big Data will continue to hold its secrets. We could 

already be sitting on the data we need to bridge the way into the next age; the age of 

knowledge.    
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Appendices  

Appendix A – Software Used 

  Name  Type Link 

Hardware Computer Desktop – Intel Core i7 
3770k 16GB RAM 

Personal  

Computer Laptop – Inter Core i3 
4GB RAM 

Personal  

Software 
 

Operating 
Systems 

Windows 7 Home 
Edition 

Commercial https://www.microsoft.com 

Windows 10 Home 
Edition* 

Commercial https://www.microsoft.com 

Linux Ubuntu 14.04* Open-source http://www.ubuntu.com/ 
 

Tools 

IntelliJ IDEA Ultimate 
Edition 15 

Commercial https://www.jetbrains.com/idea 

Gradle  Open-source http://gradle.org/ 

Spark Open-source http://spark.apache.org/ 

MySQL Open-source https://www.mysql.com/ 

MongoDB Open-source https://www.mongodb.com/ 

Languages 
and 
Frameworks 

Java JDK 1.8.0 Open-source https://www.oracle.com/uk/java 

Spring 4 Open-source http://spring.io/ 

Spring Boot Open-source http://projects.spring.io/spring-
boot/ 

HTML 5  Open-source https://www.w3.org/ 

CSS Open-source https://www.w3.org/ 

Bootstrap 3 Open-source http://getbootstrap.com/ 

jQuery 2.2 Open-source https://jquery.com/ 

Javascript Open-source https://www.javascript.com/ 

EJB Open-source https://docs.oracle.com/cd/E1284
0_01/wls/docs103/ejb/EJB-
QL.html 
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Appendix B – Brief introduction to some of the tools utilised to build the 

software 
Gradle  

My middleware uses an assembly tool called Gradle, which is a relatively new open-source 

build automation tool. Its purpose is to enable efficient project automation by automatically 

compiling the project, packaging the software and managing dependencies. It is similar to 

older build-tool Maven, but instead of XML configuration, Gradle uses a Groovy-based 

Domain Specific Language, which is considerably less verbose. Below is a sample of the 

Gradle configuration file:  

   

I chose Gradle because it is open-source (and so would help to keep my software free) and I 

knew it would considerably speed up my development. Gradle has a number of useful 

features (such as automatic dependency management) that are a great aid in development. 
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This will be useful when the software is made open-source and other developers begin 

modifying it. 

Spring Boot  

The project has been built using a higher-level of the Spring framework, Spring Boot. The 

release of Spring Boot was in response to the steep learning curve associated with a Spring 

application (124). Boot aims to simplify the development process by taking an ‘opinionated 

view of the Spring platform’ (125). In doing so, it makes assumptions about the project by 

providing a range of non-functional features that are commonly used such as embedded 

servers and configuration files. Spring Boot is open-source, and so there will not be any 

additional costs to the user. It provides an excellent platform for a developer to quickly begin 

amending its native behaviour, so it may be beneficial to an organisation who aim to extend 

the software’s functionality.    

Spring Boot offers an auto-configuration annotation, which attempts to configure the 

application based on dependencies present in the project (126). Without this auto-

configuration, it would require a number of explicit configuration files, which slows down 

and complicates development. The Spring team have constructed a number of pre-bundled 

packages that help extend the behaviour of the application. Among other functionality, the 

packages can add MVC functionality and database access via Spring data JPA. These 

packages contain various dependencies that will aid internal maintenance, should an IT 

company feel competent to extend the software’s functionality.  
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Appendix C – Front-end Pages 
Login.html  

Index.html  
clientIndex.html  

queryIndex.html  
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sparkSingleSen

der.html 

 
sparkSender.ht

ml 
 

 

Appendix D – MServer Class Diagram 

Note: the diagram represents the main hierarchical relationship between the main 

classes. There are a number of service classes which have been removed for clarity.  
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